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Abstract: As the online advertising industry rapidly evolves, enhancin(? the accuracy of
service predictions and optimizing ad placement strategies has emerged as a crucial area
of research. Traditional prediction methods often encounter difficulties when processing
complex and diverse a vertising data, especially when addressing temporal dynamics
and periodic fluctuations. To tackle these challenges, this paper introduces a data analysis
approach based on iTransformer combined with a Periodic Decoupling Framework (PDF)
for improving online advertising predictions. Rather than modifying the Transformer
architecture, 1Transformer redefines the attention mechanism and feedforward network
to treat distinct variables as individual tokens. This design allows the model to effectively
capture inter-variable reIati_o_nshins and temporal dependencies, boosting its adaptability
to intricate datasets. Additionally, the Periodic Decoupling Framework delves into
periodic patterns within sales data, accuratel¥ isolating regular variations and providin
more robust support for long-term sequence torecasting. Moreover, the adoption of self-
supervised learning minimizes dependence on labeled data, enabling the model to retain
high generalization and performance even in low-data scenarios. Experimental results
confirm that this method significantly outperforms in advertising predictions,
particularly in managing complex datasets with periodic variations.
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1. Introduction

With the rapid development of the digital advertising industry, the prediction and optimization of
online advertising services have become increasingly important[1]. In recent years, with the
advancement of internet technology and the proliferation of big data, businesses face
unprecedented opportunities and challenges in their advertising efforts [2]. Advertisers not only
aim to attract target customers through precise ad placements but also hope to improve conversion
rates and return on investment (ROI)[3]. Therefore, when formulating advertising strategies,



companies must fully leverage extensive sales data, customer feedback, and market dynamics to
achieve more effective advertising results. Specifically, sales data includes quantitative indicators
such as product sales, volume, and profit, as well as trends in customer purchasing behavior[4].
By analyzing this data, businesses can identify which products perform well during specific time
periods and what factors influence customer purchasing decisions. Additionally, customer
feedback provides more intuitive user experience data, including product reviews, satisfaction
surveys, and discussions on social media [5]. This feedback helps companies gain a deeper
understanding of customer needs and preferences, enabling them to tailor ad content and delivery
strategies accordingly. Despite having vast amounts of data, how to effectively analyze sales data
in the financial domain and integrate it with customer feedback remains a pressing research
challenge [6]. Many traditional data analysis methods struggle to fully uncover hidden patterns
and associations within complex sales data. Additionally, cyclical characteristics within sales data,
such as seasonal fluctuations and holiday effects, are often overlooked, leading to decreased
accuracy in predictive models [7]. At the same time, dealing with large volumes of unlabeled data
is another critical challenge in today's ad service prediction. Addressing these issues and
developing a comprehensive solution that integrates sales data, customer feedback, and market
dynamics will be key to improving the forecasting capabilities of online advertising services. This
will not only help businesses devise more effective advertising strategies but also significantly
enhance customer satisfaction and loyalty, allowing them to gain a competitive advantage in the
market [8].

Current ad service forecasting methods often rely on traditional data analysis techniques, such
as linear regression, decision trees, and time series analysis [9]. While these methods provide basic
predictive capabilities in some cases, they often fall short in extracting potential patterns and
associations from complex advertising data. This is because traditional methods typically assume
that relationships between data points are linear or simple, whereas real-world data is often
influenced by multiple factors, including market trends, consumer behavior, and seasonal
variations. As a result, these methods struggle to capture such complexities, leading to inaccurate
and unreliable predictions[10]. Many existing methods also fail to adequately handle cyclical
characteristics within sales data. Sales data often exhibits noticeable seasonal fluctuations, such as
spikes in sales during holidays or changes in product demand during specific seasons. If these
cyclical characteristics are not sufficiently recognized and modeled, it can directly affect the
model's accuracy and stability in long-term forecasting. Traditional analysis methods often
overlook these features, leading to poor model performance in predicting future changes and
providing effective decision support for businesses. Another major challenge in current ad service
prediction is how to handle vast amounts of unlabeled data [11]. In practice, businesses often
collect a large volume of user behavior data and feedback, but due to a lack of sufficient labeled
data, traditional supervised learning methods struggle to be effective. Self-supervised learning, an
emerging paradigm, has shown great potential by learning features from unlabeled data [12]. It can
significantly improve model performance when labeled data is scarce, but effectively integrating
self-supervised learning with traditional predictive models remains an important research topic.
To address these issues, this paper proposes a data analysis method based on iTransformer and a
periodicity decoupling framework[13]. The innovative design of iTransformer treats different
variables as independent tokens, enhancing its ability to model complex relationships between
variables. Additionally, the periodicity decoupling framework captures the cyclical characteristics
within sales data, providing more robust support for long-term forecasting. By combining these
two methods, this paper aims to significantly improve the prediction capabilities of online
advertising services, not only enhancing model accuracy but also improving responsiveness to
market dynamics, thereby helping businesses formulate more precise advertising strategies. The
main objective of this study is to construct a comprehensive data analysis framework that combines



the variable modeling advantages of iTransformer with the time-series feature capture capabilities
of the periodicity decoupling framework. By conducting a systematic analysis of products and
customer feedback, this paper aims to optimize the predictive models for online advertising,
improving the match between customer needs and advertising effectiveness, ultimately enhancing
customer satisfaction.

The contributions of this study are as follows: First, it proposes a novel iTransformer model
that treats different variables as independent tokens, enhancing the ability to model the
relationships between variables. Second, it applies the periodicity decoupling framework (PDF) to
effectively capture complex periodic information within sales data, supporting long-term
forecasting. Finally, it incorporates a self-supervised learning strategy, reducing reliance on
labeled data and improving model performance in data-scarce scenarios. Through these
innovations, this paper offers new perspectives and methods for predicting online advertising
services, advancing research and application in the field.

The structure of this paper is as follows: In Section 2, we introduce related work, describing
research methods in the field and discussing their advantages and disadvantages in ad service
prediction and customer feedback. In Section 3, we present the main methods of this paper, such
as the iTransformer architecture, the Periodicity Decoupling Framework (PDF), and the
application of self-supervised learning. In Section 4, we discuss the experimental part, conduct
comparative experiments, and present the results. In Section 5, we provide a discussion section,
explaining the thought process behind this study and recent discussions in the field, while also
pointing out the shortcomings of this approach. In Section 6, we conclude by summarizing the
methodology and outlining future work.

2. Related Work

Against the backdrop of the rapid development of digital marketing and advertising technology,
the prediction and optimization of online advertising services have become a hot topic in research.
When conducting advertising campaigns, companies typically rely on large amounts of historical
data to analyze and identify potential customer demands and market trends. As the volume of data
continues to increase, traditional data analysis methods face severe challenges, and there is an
urgent need to develop more advanced technologies and methods to improve the accuracy and
efficiency of advertising service predictions [14]. Various methods have been proposed for the
prediction of online advertising services.

In terms of traditional statistical methods, many early studies have adopted classical techniques
such as linear regression, time series analysis, and moving averages. These methods played an
important role in the initial stages of advertising service prediction, providing basic forecasting
capabilities, but their limitations have gradually become apparent [15]. Linear regression is one of
the most basic statistical analysis methods, which predicts by establishing a linear relationship
model between independent and dependent variables. The advantage of this method lies in its
simplicity, ease of understanding, high computational efficiency, and suitability for small-scale
datasets. Through linear regression, researchers can quickly identify key influencing factors and
conduct preliminary trend analysis. However, the limitation of linear regression is that it assumes
a linear relationship between independent and dependent variables, making it unable to capture
complex nonlinear relationships [16]. Additionally, the model is highly sensitive to outliers, which
can distort prediction results; when there is a high correlation between independent variables, the
stability and predictive power of the model can also be affected. Time series analysis is another
common traditional statistical method, predicting by analyzing the temporal dependencies in
historical data. Common time series analysis techniques include Autoregressive Moving Average
(ARMA) models and seasonal decomposition, among others[17]. These methods can capture the
temporal characteristics of data and perform well for data with significant periodic fluctuations.
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Although time series analysis fully considers the temporal order and trends in data and is suitable
for both short- and long-term predictions, its limitations cannot be ignored. Choosing an
appropriate time series model requires deep domain knowledge and experience, and many models
assume that the data must meet certain stationarity assumptions, requiring additional preprocessing
when handling non-stationary data. Moreover, when dealing with large-scale data, the
computational complexity of time series analysis increases, reducing its efficiency. Moving
average is a simple smoothing technique that calculates the average within a specific time window
of the dataset to eliminate short-term fluctuations. This method is commonly used for
preprocessing time series data to help identify long-term trends. The advantage of moving averages
lies in their simplicity and effectiveness in reducing random fluctuations in data, helping to identify
long-term trends. However, during the smoothing process, important short-term information may
be lost, affecting prediction accuracy. At the same time, moving averages exhibit lag, which may
result in a delayed response to market changes, and their adaptability is weak in rapidly changing
market environments[18]. Although these traditional statistical methods provided basic analytical
tools in the early stages of advertising service prediction, their linear assumptions, sensitivity to
outliers, and limitations in handling complex data make them insufficient to meet the needs of
companies in rapidly changing market environments. As a result, researchers urgently seek more
advanced and flexible methods to improve the predictive capabilities of online advertising services.

With the development of machine learning technologies, an increasing number of studies have
adopted methods such as decision trees, random forests, and support vector machines for predicting
online advertising services [19]. These methods have shown better performance in handling
complex data, capable of capturing nonlinear relationships within the data. For example, decision
trees classify and regress by constructing a tree structure that intuitively represents the decision-
making process and is suitable for handling data with multiple features. Random forests, as an
important method in ensemble learning, significantly improve prediction accuracy and robustness
by constructing multiple decision trees and performing voting. Support vector machines, on the
other hand, classify data by finding the optimal hyperplane, which is particularly suitable for high-
dimensional data. Although these models offer improvements in accuracy and flexibility, they still
have some limitations. First, these models often require large amounts of labeled data for training,
and their performance declines significantly in data-scarce environments. Additionally, these
methods are sensitive to outliers and noisy data, which can lead to overfitting and impact the
model's generalization ability. With the introduction of deep learning, new opportunities have
emerged for online advertising prediction. Researchers have begun to use deep learning models
such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) to
process advertising data. CNNs excel in image recognition, and their ability to automatically
extract features enables them to capture complex patterns, which is especially important when
dealing with visual content in advertisements. RNNs, widely used in click-through rate prediction
and user behavior analysis, are favored for their advantages in handling sequential data. However,
deep learning models often require substantial computational resources and training time, which
can be a bottleneck in resource-limited situations. Furthermore, deep learning's performance
heavily depends on the availability of large datasets, and the model's training effectiveness may
not be satisfactory in small-sample data scenarios [20]. In this context, the emergence of self-
supervised learning and transfer learning provides new ideas for addressing the problem of scarce
labeled data. Self-supervised learning designs pre-training tasks to allow the model to learn
features from unlabeled data, thereby improving the model's generalization ability. Transfer
learning enhances model performance in small-sample cases by transferring knowledge from
existing models to new tasks[21]. These methods effectively alleviate the dependence on labeled
data to some extent, advancing research in online advertising prediction. However, designing
effective pre-training tasks and fine-tuning strategies remains a significant challenge in current



research. To address these issues, researchers need to continuously explore more advanced
technologies and methods to improve the predictive capabilities and performance of online

advertising services.

3. Method

Figure 1 illustrates the overall architecture of the proposed model, which integrates iTransformer
and the Periodicity Decoupling Framework (PDF) to improve the prediction accuracy of online
advertising services. The architecture begins with an inverted embedding process, where input
features such as sales, clicks, and time series data are embedded into independent tokens. The PDF
module then decouples the input data into short-term and long-term components, effectively
capturing periodic patterns. At the core of the model is the iTransformer block, which uses a multi-
head attention mechanism to model complex dependencies between different variables over time.
This block processes the temporal relationships in the data, allowing the model to focus on key
features and interactions. After passing through the attention mechanism, a feed-forward network
further refines the learned representations. Normalization layers ensure that data is standardized,
reducing potential discrepancies across features. The PDF module is applied again to enhance the
detection of periodic features before the output passes through the projection layer, which produces
the final predictions. This architecture effectively combines the strengths of attention mechanisms
and periodic analysis, allowing the model to handle complex time-series data and improve the
accuracy of online advertising service predictions.
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Figure 1. Overall algorithm architecture.

3.1 iTransformer

iTransformer introduces innovative designs based on the traditional Transformer to enhance the
model's ability to capture multivariate time-series data and improve prediction accuracy for online
advertising services and sales data analysis. Its overall framework is divided into three modules:
input embedding, encoder, and projection layer. The algorithm architecture diagram is shown in
Figure 2. In the input embedding module, features related to online ads and sales time-series data
are fed into the iTransformer model. Unlike the traditional Transformer structure, iTransformer
independently embeds the time series of each variable as a token. This design effectively preserves
the relationships between various variables in advertising data, helping the model better understand
customer behavior and market trends. The calculation formula for input embedding is as follows:

h) = Embedding(x(.n)) (D

HWY = iTrBlock(HY),1=0,1,..L — 1 (2)



$(.n) = Projection(hy;) 3)
where H = h, ...,hy € RN*P contains N advertising feature embedding tokens of D dimensions.
The superscript represents the layer index. x(. ) represents the sales data and advertising features
at the nth time step, and Embedding represents the embedding operation.
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Figure 2. iTransformer model architecture diagram.

The encoder module utilizes multi-head attention mechanisms to compute the attention
distribution of independently embedded multivariate data. This allows important features to be
assigned higher weights, deeply mining the nonlinear features affecting ad performance.

Q¢ =Wwex (4)

and,
K =w¥kx (5)

and,
ve=wvVx (6)

and,

QCKT

T,(Q%, K, V¢) = softmax( @ > ve (7)

and,
Tu(Q%, K, V°) = concat(Thead,, - Thead; )W° (8)

and,
Theaq; = Ta(Qf, Ki, V) C)]

Here, Q° is the query matrix, WQ € RdmodeXdk K s the key matrix, WX € Rdmoder¥dk gnd
V¢ is the value matrix. These matrices can capture the relationships between advertising features
and customer behavior. WV € Rdmode*dv and WO € Rdmoder*dk gre parameter vectors, with
dy and dy representing the dimensions of keys and values, respectively, and dyoger
representing the input dimensions. Softmax denotes the activation function, concat represents the
concatenation function, T, denotes the attention distribution value, Ty denotes the multi-head
attention distribution value, and Tyeaq, denotes the ith attention distribution value. The
feedforward neural network is used to reduce the overfitting effect caused by long time series,



while the normalization layer is employed to standardize the data, reducing the impact of
differences between various advertising features on the model.

Trpy(x) = max(0,xW; + by)W, + b, (10)

and,
X' =T, (X + Tmokw)) (11)

and,
Xout = TL(X, + TFFN(X)) (12)

Here, X represents the normalized feature input, and x represents the elements in X. Max
represents the activation function, Tj, represents the normalization process, and Tgpy denotes the
linear processing by the feedforward neural network. X,,: represents the output matrix, W; and
W, denote the model weights, and b; and b, are the bias terms. This process ensures
consistency in advertising data input to the model, enhancing its prediction capability.

The projection layer module, composed of a multilayer perceptron (MLP), is responsible for
performing nonlinear mapping outputs on the multivariate tokens processed by the encoder module.
This module is designed to deeply represent learning for advertising features and sales data,
ultimately helping the model generate accurate predictions. The iTransformer model effectively
captures the relationships between advertising features and sales data by embedding each time step
as an independent token. Through sequence encoding via the feedforward neural network, this
paper aims to improve the model's representation learning and correlation modeling for
multivariate time series, thereby enhancing the prediction accuracy of online advertising services.
The innovative design of this architecture provides strong theoretical support for companies in
formulating advertising strategies, promoting the development of digital marketing.

3.2 Periodicity Decoupling Framework

The Periodicity Decoupling Framework (PDF) is designed to optimize time-series modeling in
online advertising service prediction and sales data analysis. By effectively decoupling short-term
and long-term variations, PDF can improve the model's prediction accuracy and computational
efficiency. The overall process can be divided into three modules: the multi-period decoupling
block, the dual variation construction module, and the variation aggregation block. The
architecture diagram is shown in Figure 3.
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Figure 3. Periodicity Decoupling Framework model architecture diagram.

In the multi-period decoupling block, the first step is to decouple the one-dimensional time
series into short-term and long-term sequences and reshape them into two-dimensional tensors
based on the periods in the input sequence’s frequency domain. The goal of this process is to
capture the periodic fluctuations in ad click-through rates or sales data. The input to this module is
the historical time series:



XI = [x1)x2) "'!xt]T € Rth (13)
Next, the Fast Fourier Transform (FFT) is used to analyze the time series in the frequency
domain to extract frequency information:

A= Avg (Amp(FFT(X,))) (14)

Here, FFT represents the Fourier transform, Amp represents amplitude extraction, and Avg
represents averaging over the d channels. A € R* denotes the amplitude at each frequency. Based
on the amplitude information, we select high-amplitude frequencies to capture the major
components and construct the frequency set:

E, = arg top-m(A) (15)

and,
Fy, = arg top-k,(4) (16)

and,
{fi, s fii} = Fie, U top-ky (F\Fy, ) (17

where F, and Fy, representthe top uandtop k, frequencies with the highest amplitudes from
A, respectively. We ensure that u > k;. The final set of k frequencies is composed of the Fy set
and the top k, frequencies from F,\Fy . Based on the selected frequencies {fy, ..., fx} and
corresponding period lengths {p;, ..., px} (Where p; —f) the 1D input sequence X; € R! is
reshaped into k 2D tensors. Period patching: The patch siZe is p and stride is s, and we segment
XLp € RiXPi along dimension p;, aggregating along dimension f; to form a patch. Specifically,
X5p is divided into multiple patches Xg' € RN*P, where N = |(p; — p)/s| + 1 is the number of
patches, and each patch contains P = f; X p time steps. X;g” denotes the j-th patch. This patching
strategy condenses the complete long-term variations across all periods.

The dual variation construction module consists of a long-term variation extractor and a short-
term variation extractor, using a dual-branch parallel archltecture to model changes in the time
series. The input to this module is the reshaped patch X L) For long-term variation extraction, the
patch is first projected into the latent space through Imear projection:

Xégi'j) = linear (X;’j)) € RNXP (18)

Then, the patch is processed through several Transformer encoder layers:

Q) _ (i) (i)
£ = Norm (xg + MSA (XS )) (19)

where MSA represents the multi-head self-attention mechanism, and Norm represents the
normalization operation. This process helps extract long-term variation features. In the variation
aggregation block, all outputs from the dual variation construction module are merged to generate
the final prediction output X,:

X, = Aggregation ()?!gl), ...,)?g(k)) (20)

This aggregation process effectively integrates the features of short-term and long-term
variations, improving the model’s overall prediction performance. The Periodicity Decoupling
Framework, through the synergistic interaction of the multi-period decoupling block, dual
variation construction module, and variation aggregation block, can effectively capture both short-



term and long-term variation features in online advertising services and sales data. By performing
frequency-domain analysis and structural reshaping of time series, PDF not only enhances the
model’s prediction accuracy but also optimizes computational efficiency. This framework
provides robust theoretical support for formulating advertising strategies, helping businesses make
more precise decisions in rapidly changing market environments.

3.3 Self-Supervised Learning

Self-supervised learning is a method that does not require manual labels, enabling feature learning
by leveraging the structure and patterns in unlabeled data. When applied to online advertising
service prediction and sales data analysis, self-supervised learning can effectively improve the
model's generalization ability and prediction accuracy for complex data.

Self-supervised learning typically adopts a contrastive learning framework, where training is
done by comparing the similarity between the original sample and its augmented counterpart. First,
the sample is mapped to the feature space through an encoder f:

z=f(x) (21
Next, the similarity between the original sample z and the augmented sample z™prime \) is
calculated, usually using cosine similarity or inner product:

sim (Z,Z, ) = L (22)
i [l |

Self-supervised learning utilizes the structure and patterns in unlabeled data to help the model
learn rich feature representations. When combined with online advertising service prediction and
sales data analysis, self-supervised learning not only reduces the reliance on large amounts of
labeled data but also enhances the model’s generalization ability and prediction accuracy. Through
effective data augmentation, contrastive learning, and fine-tuning strategies, self-supervised
learning can provide strong support for optimizing advertising strategies.

4. Experiment

4.1 Experimental Environment

All experiments were conducted on a machine equipped with an Intel Xeon Gold 6230 CPU
running at 2.10 GHz, 256 GB of RAM, and an NVIDIA Tesla V100 GPU with 32 GB of memory.
The operating system used was Ubuntu 20.04. The iTransformer and Periodic Decoupling
Framework (PDF) models were implemented in Python using PyTorch (version 1.12.1), along with
supporting libraries such as NumPy (version 1.21.6) and SciPy (version 1.7.3) for mathematical
computations and data processing. The training and testing of the models leveraged the GPU for
efficient matrix operations and parallelized data handling.

Hyperparameter tuning was performed using a grid search, exploring different configurations
for learning rates, batch sizes, and attention head numbers. The final models were trained using a
batch size of 512, a learning rate of 0.001, and 8 attention heads over 12 transformer layers. The
models were trained over 100 epochs, with early stopping applied if no improvement was observed
in the validation loss after 10 consecutive epochs.



4.2 Experimental Data

Amazon Product Reviews Dataset

The Amazon Product Reviews Dataset[22] is a large-scale collection of customer reviews on
various products sold on Amazon. It includes detailed information such as product 1D, customer
ID, review title, review text, rating, and the timestamp of the review. This dataset is commonly
used in natural language processing (NLP) tasks, sentiment analysis, and product recommendation
systems to analyze customer preferences, satisfaction, and trends in product feedback.

«  Amazon Sales Dataset

The Amazon Sales Dataset[23] contains comprehensive sales-related information about products
sold on the Amazon platform. It includes sales metrics such as the number of units sold, revenue,
customer purchase history, and time-stamped sales figures.

«  Amazon Fine Food Reviews Dataset

The Amazon Fine Food Reviews Dataset[24] specifically focuses on reviews of gourmet food
products available on Amazon. It contains over 500,000 reviews, including fields such as product
IDs, user information, review scores, helpfulness ratings, and timestamps.

«  Amazon Electronics Dataset

The Amazon Electronics Dataset[25] includes customer reviews and metadata for electronic
products sold on Amazon. It covers items such as smartphones, laptops, and home appliances,
providing data on customer ratings, review text, product descriptions, and sales rankings.

4.3 Evaluation Metrics

To comprehensively evaluate the performance of the proposed iTransformer model and the
Periodicity Decoupling Framework (PDF) in optimizing online advertisement service predictions,
several key metrics are utilized: Mean Squared Error (MSE), Mean Absolute Error (MAE),
Accuracy (ACC), and F1 Score. These metrics provide a detailed assessment of the model's
performance in both regression and classification tasks.

+ MSE

MSE measures the average squared difference between predicted and actual values for continuous
variables such as sales amounts or ad impressions. It assigns a higher penalty to larger errors,
making it useful for evaluating prediction precision in continuous data. The formula is:

n
1
MSE == (i = 9)? 23)
i=1

where y; represents actual values, y, represents predicted values, and n is the total number of
data points. A lower MSE indicates that the model predictions are closely aligned with the actual
values.

+  MAE

MAE measures the average absolute difference between predicted and actual values. It offers a
direct view of prediction error by focusing on the magnitude of errors without considering their
direction. MAE is particularly useful when the goal is to understand how much the predictions
deviate from actual outcomes. The formula is:



n
1
MAE == |y, = 3 s
i=1

Lower MAE values suggest that the model provides more accurate predictions across the dataset.
« ACC

Accuracy evaluates the proportion of correct predictions out of all predictions made in
classification tasks, such as predicting whether an advertisement leads to a click. It is defined as:
TP+ TN

A = TN+ FP T FN (25)

where TP is the number of true positives, TN is the number of true negatives, FP isthe number
of false positives, and FN is the number of false negatives. Higher accuracy reflects better overall
classification performance.

. F1 Score

The F1 Score combines both precision and recall into a single metric, providing a balanced
evaluation of a classification model's performance. It is particularly useful when dealing with
imbalanced datasets, where both false positives and false negatives need to be minimized. The F1
Score is defined as:

F1s _ o Precision X Recall (26)
core = Precision + Recall

A higher F1 Score indicates that the model achieves a good balance between precision and recall,
which is crucial for predicting critical events like ad clicks or conversions.

4.4 Experimental Comparison and Analysis

In order to evaluate the effectiveness of the proposed model, we conducted a series of experiments
comparing its performance to several state-of-the-art models across four different Amazon datasets.
The evaluation metrics used include Mean Squared Error (MSE), Mean Absolute Error (MAE),
Accuracy (ACC), and F1 Score, providing a comprehensive understanding of the predictive and
classification capabilities of each model.

Table 1 demonstrates the performance of several models across four Amazon datasets: Product
Reviews, Sales, Fine Food Reviews, and Electronics. The proposed model (Ours) consistently
outperforms other models on all datasets, achieving the lowest MSE and MAE while also
delivering the highest ACC and F1 Score. For instance, in the Amazon Product Reviews Dataset,
our model achieves an ACC of 0.942 and an F1 Score of 0.934, which are higher than the closest
competitor, demonstrating better classification capability. Similarly, in the Amazon Sales Dataset,
our model records an impressive ACC of 0.956 and an F1 Score of 0.941, reflecting its
effectiveness in accurately predicting sales trends. The trend continues in the Amazon Fine Food
Reviews and Amazon Electronics datasets, where our model maintains the highest ACC (0.937
and 0.941) and F1 Scores (0.946 and 0.954), highlighting its superior ability to capture intricate
patterns in the data and provide accurate, balanced predictions. This demonstrates that the
combination of iTransformer and the Periodicity Decoupling Framework (PDF) significantly



enhances both prediction accuracy and classification performance across diverse datasets. Figure
4 shows a visual comparison of model performance on four datasets.

Tablel. Performance Comparison of Different Models on Four Amazon Datasets.

el Amazon Product Reviews Dataset Amazon Sales Dataset
Mode
MSE MAE ACC F1Score MSE MAE ACC  F1 Score

Xu et al.[26] 0.264 0.462 0.911 0.885 0.286 0.477 0.899 0.91
Huang et al.[27] 0.232 0.401 0.922 0.904 0.247 0.462 0.917 0.894
Alharbe et al.[28] 0.341 0.581 0.889 0.907 0.314 0.513 0.913 0.915
Aramayo etal.[29] 0.294 0.492 0.881 0.872 0.217 0.398 0.929 0.918
Rafieian et al.[30] 0.175 0.364 0.918 0.886 0.162 0.375 0.906 0.902
Kyaw et al.[31] 0.184 0.392 0.903 0.877 0.173 0.385 0.926 0.905
Ours 0.124 0.226 0.942 0.934 0.103 0.176 0.956 0.941
Amazon Fine Food Reviews Dataset Amazon Electronics Dataset

Model MSE MAE ACC  F1Score MSE MAE ACC  F1 Score
Xu et al.[26] 0.271 0.417 0.912 0.902 0.251 0.414 0.913 0.904
Huang et al.[27] 0.266 0.442 0.919 0.893 0.214 0.384 0.899 0.897
Alharbe etal.[28] 0.332 0.572 0.895 0.928 0.314 0.496 0.897 0.906
Aramayo et al.[29] 0.272 0.414 0.914 0.921 0.217 0.305 0.914 0.91
Rafieian et al.[30]  0.169 0.341 0.912 0.916 0.162 0.334 0.919 0.927
Kyaw et al.[31] 0.149 0.351 0.92 0.914 0.173 0.348 0.915 0.929
Ours 0.132 0.241 0.937 0.946 0.097 0.184 0.941 0.954
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Figure 4. Visualization Comparison of Model Performance Across Four Amazon Datasets

To further assess the computational efficiency of the proposed model, we compare the FLOPs,
Inference Time, and Training Time across four datasets. These metrics provide insights into the
model's resource consumption and processing speed during both the training and inference phases.
The following table summarizes the comparison of training metrics for various models on the
Amazon datasets, highlighting the computational advantages of our proposed model.



Table2. Comparative Analysis of Training Metrics Across Four Amazon Datasets.

Amazon Product Reviews Dataset Amazon Sales Dataset
Inference Inference
Model Flops i Trainning Flops . Trainning
Time _ Time .
(G) Time(s) (G) Time(s)
(ms) (ms)
Xu et al.[26] 6.06 281.80 361.23 6.24 277.24 425.12
Huang etal.[27] 6.82 251.24 315.62 6.74 291.47 372.49
Alharbe et
6.42 267.44 393.83 6.34 268.66 386.35
al.[28]
Aramayo et
7.58 220.17 336.85 7.43 279.39 357.77
al.[29]
Rafieian et
5.19 258.00 315.05 5.13 289.48 425.82
al.[30]
Kyaw etal.[31] 4.57 234.17 353.34 4.64 295.59 375.06
Ours 3.53 216.74 293.14 3.47 215.46 312.73
Amazon Fine Food Reviews Dataset Amazon Electronics Dataset
Inference Inference Trainning
Model Flops _ Trainning Flops . ,
Time Time(s) Time Time
(G) ime(s (G)
(ms) (ms) (s)
Xu et al.[26] 6.47 224.38 373.41 6.13 270.86 302.62
Huang et al.[27] 6.67 254.75 393.19 6.49 220.04 306.74
Alharbe et
6.27 234.67 367.86 6.32 246.06 357.08
al.[28]
Aramayo et
7.72 228.12 395.51 7.64 270.68 305.65
al.[29]
Rafieian et
5.17 245.19 396.55 5.25 268.09 389.41
al.[30]
Kyaw etal.[31] 4.55 286.02 365.32 4.34 222.94 334.38

Ours 3.64 217.56 324.06 3.67 208.97 284.46
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Figure 5. Visual Comparison of Training Metrics.

To better understand the contribution of each component to the model’s overall performance,
we conducted ablation studies on four datasets. These experiments evaluate the impact of the
iTransformer and the Periodicity Decoupling Framework (PDF), both individually and in
combination, by comparing the model’s performance across various metrics. The following table
presents the results of these ablation studies, highlighting how each addition improves the model's
accuracy and reduces error rates.

Table 2 highlights the performance of various models across four datasets by comparing three
key indicators. The proposed model (Ours) demonstrates significant improvements in all three
aspects. First, in terms of FLOPs, our model consistently shows the lowest values across all
datasets, such as 3.53G on the Amazon Product Reviews Dataset, compared to higher values from
models like Xu et al. with 6.06G and Aramayo et al. with 7.58G. This suggests that our model is
more computationally efficient, requiring fewer operations for processing. Second, when looking
at Inference Time, our model again leads with the fastest results, for instance, 216.74 ms on the
Amazon Product Reviews Dataset, outperforming other models like Xu et al. (281.80 ms) and
Kyaw et al. (234.17 ms). This demonstrates that our model is capable of making quicker
predictions, an essential factor in real-time applications. Lastly, for Training Time, our model
shows the shortest duration, such as 284.46 s on the Amazon Electronics Dataset, significantly
faster than Rafieian et al. (389.41 s) and Alharbe et al. (357.08 s). This indicates that our model



not only trains more efficiently but also can be iterated more quickly in practice. Meanwhile,
Figure 5 provides a visual comparison of these results.

Table3. Results of Ablation Studies on Four Amazon Datasets.

Amazon Product Reviews Dataset Amazon Sales Dataset
Model F1 F1
MSE MAE ACC MSE MAE ACC
Score Score
baseline 0.355 0574 0.814 0.806 0.346 0554 0.823 0.817

+iTransformer 0.284 0.468  0.869 0873 0.267 0.473 0.884 0.862
+PDF 0.217 0.376  0.893 0.909 0.187 0.352 0.906 0.912
+iTransformer-PDF  0.124 0.226  0.942 0934 0103 0.176 0.956 0.941

Amazon Fine Food Reviews .
Amazon Electronics Dataset

Dataset
Model
F1 F1
MSE MAE ACC MSE MAE ACC
Score Score
baseline 0.324 0.527 0.811 0.821 0.331 0539 0.832 0.822

+iTransformer 0.226 0416 0.864 0879 0271 0424 0.867 0.855
+PDF 0.159 0.311 0.882 0914 0171 0.317 0.902 0.916
+iTransformer-PDF ~ 0.132 0.241  0.937 0946 0.097 0.184 0941 0.954

Table 3 demonstrates the results of ablation experiments, showing how each component
contributes to the model's performance. The baseline model shows the highest MSE and MAE,
along with lower ACC and F1 Scores, indicating weaker performance. The addition of the
iTransformer improves performance, reducing errors and increasing accuracy. Introducing the
PDF (Periodicity Decoupling Framework) further boosts performance, particularly in reducing
MSE and enhancing F1 Scores by capturing periodic trends in the data. The combination of
iTransformer and PDF delivers the best results across all datasets, with the most optimal
performance metrics: for example, in the Amazon Product Reviews Dataset, it achieves the lowest
MSE (0.124) and MAE (0.226), along with the highest ACC (0.942) and F1 Score (0.934).
Similarly, on the Amazon Sales Dataset, it attains an MSE of 0.103, MAE of 0.176, ACC of 0.956,
and F1 Score of 0.941, showcasing its superior predictive and classification capabilities. Figure 5
shows the trend of each metric.
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Figure 5. Visual Comparison of Ablation Experiments on Four Amazon Datasets

5. Conclusion

In this paper, we present a novel model that combines the iTransformer with the Periodicity
Decoupling Framework (PDF), enhanced by Self-Supervised Learning, to improve the accuracy
of online advertising service prediction and sales data analysis. The iTransformer captures complex
relationships and temporal features by treating different variables as independent tokens, while the
PDF decouples short-term and long-term periodic patterns, providing robust support for accurate
forecasting. Self-Supervised Learning, introduced into the model, helps reduce reliance on labeled
data by leveraging the inherent structure of the data, allowing the model to generalize better in
data-scarce environments. Experimental results across four Amazon datasets—Product Reviews,
Sales, Fine Food Reviews, and Electronics—demonstrate that the proposed model significantly
outperforms existing state-of-the-art methods in terms of MSE, MAE, Accuracy (ACC), and F1
Score. Notably, in the Amazon Sales Dataset, the model achieves an MSE of 0.103, MAE of 0.176,
ACC of 0.956, and F1 Score of 0.941, showcasing its superior predictive accuracy. The
combination of iTransformer, PDF, and Self-Supervised Learning proves to be highly effective in
capturing both complex data patterns and periodic trends, as validated by the ablation experiments.
Furthermore, the model demonstrates improved computational efficiency, with lower FLOPSs,
faster inference times, and shorter training times, making it ideal for real-time applications such as
advertising optimization and sales forecasting. In the future, expanding the use of Self-Supervised



Learning, integrating external data sources, and enabling real-time data processing will further
enhance the model's predictive power and applicability in dynamic business environments.
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