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Abstract: Efficient commercial advertising analysis plays a crucial role in optimizing 

marketing strategies and increasing business revenue. Despite the growing interest in this 

field, researchers face challenges in accurately predicting advertising effectiveness due 

to complex customer behavior and diverse advertising channels. In this study, we propose 

a novel approach utilizing Probabilistic Logistic Regression to model the relationships 

between advertising campaigns and customer responses. By integrating probabilistic 

modeling with logistic regression, we aim to enhance the accuracy and efficiency of 

commercial advertising analysis. Our work not only addresses the current limitations in 

advertising research but also provides a cutting-edge method for marketers to better 

understand and target their audience, ultimately leading to improved advertising 

outcomes and business success. 
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1. Introduction 

The field of Commercial Advertising Analysis involves the examination and evaluation of 

advertising strategies, campaigns, and their impact on consumer behavior and market trends. 

Researchers in this field analyze the effectiveness of various advertising techniques, such as digital 

marketing, social media campaigns, and traditional media placements, to measure their reach and 

engagement levels. However, the current challenges and bottlenecks in Commercial Advertising 



 

 

 

Analysis include the rapidly changing landscape of advertising platforms, the difficulty in tracking 

and measuring return on investment accurately, as well as the increasing concerns around consumer 

privacy and data protection regulations. These challenges require researchers to stay updated on 

emerging technologies, data analytics tools, and ethical considerations to enhance the credibility 

and relevance of their analyses in the dynamic advertising industry. 

To this end, current research on Commercial Advertising Analysis has advanced to encompass 

interdisciplinary approaches integrating psychology, marketing, and communication studies. The 

focus has shifted towards understanding consumer behavior, effectiveness of advertising strategies, 

and the impact of digital media on advertising practices. The literature review discusses various 

studies related to advertising and its impact on public health and society. One study in Poland found 

that higher food and e-health literacy levels were positive predictors of awareness of commercial 

determinants of health (CDoH) and acceptance of related actions [1]. Another study in Spain 

analyzed advertisements targeting older persons, highlighting gender stereotypes and differences 

between institutional and commercial advertising discourse [2]. A study on U.S. Army advertising 

examined gender framing in recruitment commercials [3]. An analysis of Japanese commercial 

advertisements identified processes and types of foreign words used [4]. Research on the impact of 

shutting down major commercial sex advertising sites found no significant effects on outcome 

variables, due to the market's agility in shifting to other platforms [5]. Another study evaluated 

compliance with cannabis advertising regulations on social media in Illinois, revealing substantial 

non-compliance [6]. A study in Spain compared health advertising during and after the lockdown, 

indicating increased presence during the lockdown [7]. An analysis of brand personification in 

radio advertising in Spain found a preference for voices of low-profile personalities over celebrities 

[8]. Additionally, a study examined Geico's commercial advertising strategies [9]. Lastly, research 

proposed using the Unfair Commercial Practices Directive to protect consumers from negative 

effects of online behavioral advertising, especially in concentrated markets [10]. Probabilistic 

Logistic Regression is a crucial technique to employ in analyzing the various studies related to 

advertising and its impact on public health and society discussed in the literature review. This 

method allows for the modeling of binary outcomes, providing insights into the factors influencing 

awareness, acceptance, compliance, and effectiveness of advertising strategies. Its probabilistic 

nature permits a nuanced understanding of the complex relationships identified in the studies, 

enabling researchers to make informed decisions and recommendations based on the data. 

Specifically, Probabilistic Logistic Regression provides a robust framework for analyzing 

consumer behavior in commercial advertising by modeling the probability of purchase decisions 

based on various predictor variables, enabling marketers to optimize their strategies and target 

audiences effectively based on data-driven insights. Recent literature has explored various 

applications of logistic regression models in probabilistic forecasting and prediction tasks. Horvath 

et al. [11] introduced a Bayesian logistic regression framework for forecasting the minimum 

September Arctic sea ice cover, highlighting skillful probabilistic forecasts with uncertainties 

quantified. Li and Willems [12] proposed a hybrid approach combining sewer models and logistic 

regression for urban flood prediction, showing promising results in early warning systems. Mason 

et al. [13] utilized probabilistic neural networks and logistic regression to predict engineering 



 

 

 

student attrition risk, demonstrating comparative results. Szeląg et al. [14] showcased a 

probabilistic model using logistic regression to simulate storm overflow operations based on 

rainfall genesis, expanding the understanding of stormwater systems. Rass et al. provided a tutorial 

on semi-automated parameterization of probabilistic models using logistic regression, offering 

practical guidance in parameter estimation. Additionally, research by Nhongo et al. employed 

logistic regression to model wildfire occurrence in Niassa Reserve, Mozambique, with significant 

predictors identified. Vaidya utilized logistic regression for predictive loan approval, showcasing 

the application in a probabilistic context. Li and Jimenez developed a logistic regression classifier 

for long-term probabilistic rock burst hazard prediction, enhancing hazard assessment methods. 

Furthermore, Jung explored the probabilistic estimation of inundation regions through multiple 

logistic regression analysis, extending the predictive capabilities. Janani et al. classified 

simultaneous multiple partial discharge sources using a two-step logistic regression algorithm, 

emphasizing a probabilistic interpretation approach. However, the current literature remains limited 

by the models' dependency on specific variables, potential overfitting, and the necessity for 

extensive data, which may affect generalizability across diverse contexts. 

The research conducted in the paper titled "Efficient Commercial Advertising Analysis through 

Probabilistic Logistic Regression" is profoundly influenced by the advancements described by Y. 

Qiao, K. Xu, Z. Zhang, and A. Wilson. Their work on TrAdaBoostR2-based Domain Adaptation 

for enhancing the generalizability of revenue predictions in online advertising under varied data 

distributions has been instrumental in shaping the methodology of our study. Specifically, Qiao et 

al.'s exploration of domain adaptation strategies [15] significantly broadens the potential for 

enhancing predictive models' efficacy in environments where data distributions are notoriously 

inconsistent. By leveraging the principles of TrAdaBoostR2, we sought to adapt and apply a similar 

approach to refine the efficiency and accuracy of probabilistic logistic regression models in 

commercial advertising analysis. The TrAdaBoostR2 mechanism highlighted in their paper 

provides a robust framework for enhancing predictive performance through adaptive boosting, 

which iteratively adjusts weights to minimize prediction errors across diverse data distributions 

[15]. This technique serves as a cornerstone in our development process, allowing us to employ a 

nuanced boosting strategy that extends the capabilities of traditional logistic regression models, 

providing a refined probabilistic framework more attuned to the multifaceted dynamics of 

commercial datasets. Moreover, the study's insights into handling data heterogeneity and sparsity 

via adaptive algorithms inspired us to incorporate data preprocessing methods that align with these 

principles, optimizing the feature spaces for better generalization [15]. In adherence to the strategies 

delineated by Qiao et al., we meticulously integrated domain adaptation methods that facilitate 

model training on source data with disparate distribution alignments, thereby instilling our model 

with the adaptability needed to tackle varying commercial advertising scenarios. This innovative 

adaptation of TrAdaBoostR2 principles to probabilistic models underscores a strategic shift 

towards more resilient and flexible predictive analytics in commercial contexts. Thus, while the 

primary contribution lies in augmenting the precision of logistic regression applications through 

domain adaptation, the incorporation of TrAdaBoostR2 has been pivotal in transcending 

conventional limits, suggesting a promising direction for future research pursuits in the domain of 

online advertising analytics [15]. 



 

 

 

In the realm of commercial advertising, the ability to efficiently analyze data is pivotal for 

refining marketing strategies and boosting revenue. Despite increasing attention to this area, 

accurately predicting advertising effectiveness remains a formidable challenge due to the intricate 

nature of consumer behavior and the multitude of advertising channels. Section 2 of our study 

addresses this problem statement, outlining the challenges faced by researchers. Section 3 

introduces a novel methodology employing Probabilistic Logistic Regression to model the intricate 

dynamics between advertising campaigns and consumer responses. This innovative approach 

combines probabilistic modeling with logistic regression, enhancing the precision and efficiency 

of commercial advertising analysis. In Section 4, a comprehensive case study is presented to 

demonstrate the real-world applicability of our method. Section 5 delves into a detailed analysis of 

the results, highlighting the improved predictive capabilities of our approach. The discussion in 

Section 6 contextualizes these findings within the broader advertising landscape, while Section 7 

offers a concise summary, underscoring the potential of our method to revolutionize how marketers 

understand and engage their target audiences, ultimately leading to more successful advertising 

efforts and increased business prosperity. 

2. Background 

2.1 Commercial Advertising Analysis 

Commercial Advertising Analysis refers to the systematic examination of advertisements to 

evaluate their effectiveness, efficiency, and overall impact in the marketplace. This analysis is 

crucial for businesses seeking to maximize the return on investment from their advertising 

strategies and is rooted in both quantitative and qualitative methodologies. One of the core 

objectives of commercial advertising analysis is to assess the performance of advertisements across 

various media channels. This includes television, radio, digital platforms, print, and outdoor 

advertising. To achieve a comprehensive evaluation, analysts employ various metrics such as reach, 

frequency, engagement, and conversion rates. A fundamental concept in advertising analysis is the 

Reach ( 𝑅 ), which quantifies the total number of unique individuals exposed to an advertisement. 

Mathematically, reach can be expressed as: 

𝑅 = ∑ 𝑢𝑖

𝑁

𝑖=1

(1) 

where 𝑁  is the total number of exposures and 𝑢𝑖  denotes the unique exposure at the 𝑖  -th 

instance. Another pivotal metric is the Frequency ( 𝐹 ), which indicates the average number of 

times an individual is exposed to an advertisement over a specific time period. It is calculated as: 

𝐹 =
𝑇

𝑅
(2) 

where 𝑇 represents the total number of exposures. Engagement ( 𝐸 ) represents the extent to 

which the audience interacts with the advertisement. This may include likes, shares, comments, and 

click-through rates for digital ads. Mathematically, this can be depicted by: 



 

 

 

𝐸 =
𝐶

𝐼
(3) 

where 𝐶 is the number of interactions and 𝐼 signifies the number of impressions. Conversion 

Rate ( 𝐶𝑅  ) is a critical performance metric that measures the percentage of audiences who 

undertake a desired action (such as purchasing a product, signing up for a service, etc.) after 

interacting with an advertisement. It is given by: 

𝐶𝑅 =
𝐴

𝑉
(4) 

where 𝐴 is the number of successful conversions and 𝑉 represents the total number of visitors or 

viewers. In assessing the financial efficiency of an advertisement, Return on Advertising Spend 

(ROAS) is used to determine revenue generated per dollar spent on advertising. It is expressed as: 

𝑅𝑂𝐴𝑆 =
𝑅rev

𝑅ad

(5) 

where 𝑅rev  is the total revenue generated from the advertised product and 𝑅ad  is the total 

advertising expenditure. Cost Per Acquisition (CPA) is another significant indicator of advertising 

efficiency, representing the cost involved in acquiring a single customer. It can be formulated as: 

𝐶𝑃𝐴 =
𝑅ad

𝐴
(6) 

where 𝐴 is the number of customers acquired. In conclusion, Commercial Advertising Analysis 

is a multi-dimensional evaluation process employing various metrics and formulas to gauge and 

improve the effectiveness of advertising campaigns. By leveraging mathematical analysis and 

empirical data, businesses are equipped to optimize their advertising strategies, thereby ensuring 

enhanced reach, engagement, and conversion while maintaining cost-effectiveness. Each of these 

metrics and formulas provides a structured approach to understanding the impact of advertisements 

and strategically informs future advertising methodologies. 

2.2 Methodologies & Limitations 

Commercial Advertising Analysis is a sophisticated discipline that utilizes a variety of quantitative 

methods to evaluate and optimize the effectiveness of marketing campaigns. While existing 

methodologies have proved useful in measuring and analyzing advertising performance, they also 

present several limitations that necessitate ongoing refinement and enhancement. Fundamental 

metrics employed within this field include Reach, Frequency, Engagement, Conversion Rate, 

Return on Advertising Spend, and Cost Per Acquisition, which provide a comprehensive view of 

advertising efficacy across different media platforms. 

 

Reach ( 𝑅 ) is one of the foundational metrics for determining the number of distinct individuals 

exposed to an advertisement. However, this metric can sometimes be misleading as it does not 



 

 

 

account for the quality of the exposure or the engagement level of the audience. Mathematically, it 

is given as: 

𝑅 = ∑ 𝑢𝑖

𝑁

𝑖=1

(7) 

where 𝑁 is the number of exhibitions and 𝑢𝑖 represents unique exposure. Although effective in 

identifying audience size, Reach can fail to differentiate between superficial exposure and genuine 

interest. Frequency ( 𝐹 ), defined as the average number of exposures per unique viewer, is crucial 

for understanding audience saturation. High frequency, however, can lead to ad fatigue, where 

repeated exposure results in diminished returns: 

𝐹 =
𝑇

𝑅
(8) 

where 𝑇 is the number of total exposures. While it is essential for reinforcing marketing messages, 

overexposure can desensitize the audience. Engagement ( 𝐸 ), measured by interactions such as 

likes or shares, captures the quality of interactions. The formula: 

𝐸 =
𝐶

𝐼
(9) 

where 𝐶 is interaction count and 𝐼 is impression volume, lacks depth as it may not thoroughly 

represent the audience's offline actions or their true sentiment toward the ad content. Conversion 

Rate ( 𝐶𝑅 ) is vital in determining the percentage of viewers undertaking desired actions post-

exposure. This is represented as: 

𝐶𝑅 =
𝐴

𝑉
(10) 

where 𝐴 is conversions and 𝑉 is total viewers. The limitation arises in attributing conversions 

exclusively to ads, often failing to consider other influencing factors within the consumer's journey. 

Return on Advertising Spend (ROAS) efficiently calculates revenue earned per advertising dollar 

spent, shown as: 

𝑅𝑂𝐴𝑆 =
𝑅rev

𝑅ad

(11) 

where 𝑅rev is revenue from advertisements and 𝑅ad is advertising spend. However, ROAS may 

not account for long-term brand equity resulting from advertising activities, focusing heavily on 

immediate financial returns. Cost Per Acquisition (CPA) indicates financial efficiency in acquiring 

customers: 

𝐶𝑃𝐴 =
𝑅ad

𝐴
(12) 



 

 

 

where 𝑅ad reflects advertising costs and 𝐴 is acquired customers. Similar to ROAS, CPA doesn't 

capture qualitative elements like customer lifetime value. While these methodologies provide 

essential insights, they are often challenged by their oversimplification, failing to capture intricate 

consumer behavior patterns and external variables influencing advertising effectiveness. 

Additionally, with the surge of digital platforms and interactive media, traditional metrics must be 

continuously adapted to measure multi-channel experiences and real-time brand interactions 

accurately. Commercial Advertising Analysis remains an evolving field seeking refined approaches 

to handle complexities and ensure maximized advertising efficiencies and impacts. 

3. The proposed method 

3.1 Probabilistic Logistic Regression 

Probabilistic Logistic Regression is a refined statistical approach used to model the probability of 

a binary outcome based on one or more predictor variables. Unlike traditional linear regression, 

which assumes a linear relationship between dependent and independent variables, probabilistic 

logistic regression employs a logistic function to map predicted values to probabilities, thereby 

ensuring predictions fall within the interval [0, 1]. This characteristic is advantageous when 

modeling scenarios where outcomes are categorical, such as success/failure, yes/no, or true/false. 

Consider a binary dependent variable 𝑌 , which takes the value of 1 with a probability 𝑝 , and 0 

with a probability 1 − 𝑝 . The logistic regression model represents the log-odds of the probability 

𝑝 as a linear combination of the predictor variables 𝑋 : 

log(
𝑝

1 − 𝑝
) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑘𝑋𝑘 (13) 

where 𝛽0  is the intercept, and 𝛽1, 𝛽2, … , 𝛽𝑘  are the coefficients of the predictor variables 

𝑋1, 𝑋2, … , 𝑋𝑘 . The transformation used here is called the logit function, and it ensures the target 

probability is modeled as: 

𝑝 =
1

1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑘𝑋𝑘)
(14) 

This formula is derived by exponentiating both sides of the linear equation, yielding a nonlinear 

equation that naturally fits within the 0 to 1 probability range. Probabilistic logistic regression uses 

Maximum Likelihood Estimation (MLE) to derive the parameter estimates 𝛽𝑗 . The likelihood 

function, ℒ(𝛽) , for logistic regression is defined as: 

ℒ(𝛽) = ∏ 𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)1−𝑦𝑖

𝑛

𝑖=1

(15) 

Taking the natural logarithm of the likelihood function simplifies it into the log-likelihood function: 

logℒ(𝛽) = ∑ [𝑦𝑖log(𝑝𝑖) + (1 − 𝑦𝑖)log(1 − 𝑝𝑖)]

𝑛

𝑖=1

(16) 



 

 

 

The maximization of this log-likelihood function involves iteratively finding values for the 

coefficients 𝛽 that yield the highest likelihood of observing the given set of outcomes. In practice, 

the predictive power of probabilistic logistic regression can be quantified using metrics such as the 

Akaike Information Criterion (AIC) or the Bayesian Information Criterion (BIC), which balance 

model fit with complexity. Additionally, the confusion matrix and metrics such as accuracy, 

precision, recall, and the F1 score provide insight into model performance. Specifically, the F1 

score is given by: 

𝐹1 = 2 ·
Precision · Recall

Precision + Recall
(17) 

where precision and recall are calculated from the confusion matrix, representing trade-offs 

between false positives and false negatives. Moreover, the Receiver Operating Characteristic (ROC) 

curve, along with the associated Area Under the Curve (AUC), offer further validation of model 

discriminative ability by plotting true positive rate against false positive rate across varying 

thresholds. One of the significant advantages of probabilistic logistic regression is its 

interpretability. The coefficients 𝛽𝑗  provide log-odds ratios, which, when exponentiated, yield 

odds ratios indicating the change in odds of the outcome for a one-unit increase in the predictor 

variable. This relationship is represented as: 

Odds Ratio = 𝑒𝛽𝑗 (18) 

A key consideration in employing logistic regression is the assumption of linearity between the 

log-odds and predictor variables. While logistic regression is well-suited for contexts with linear 

relationships, more complex relationships may require transformation of predictors or use of 

polynomial terms. Despite its assumptions, probabilistic logistic regression remains a fundamental 

and powerful tool within the arsenal of statistical methods, appreciated for its simplicity, 

interpretability, and effectiveness in binary classification tasks across various domains. 

3.2 The Proposed Framework 

The methodology proposed in this paper draws inspiration from the work of Y. Qiao et al. on 

domain adaptation with TrAdaBoostR2, aiming for generalizable revenue prediction in online 

advertising across diverse data distributions [15]. By integrating these insights with innovative 

statistical modeling approaches, we seek to enhance the predictive accuracy of revenue forecasts 

in commercial advertising landscapes. In this context, we explore the fusion of Probabilistic 

Logistic Regression (PLR) with Commercial Advertising Analysis to provide an enhanced 

framework for evaluating advertisement efficacy. Traditionally, advertising analysis deploys 

metrics such as Reach (𝑅), Frequency (𝐹), Engagement (𝐸), and Conversion Rate (𝐶𝑅). These 

metrics provide a foundation for measuring advertisement performance across various channels. 

Reach, for instance, quantifies the total number of unique individual exposures to an advertisement, 

mathematically expressed as: 



 

 

 

𝑅 = ∑ 𝑢𝑖

𝑁

𝑖=1

(19) 

where 𝑁 is the number of exposures and 𝑢𝑖 the unique exposure at instance 𝑖 . Frequency is 

calculated as: 

𝐹 =
𝑇

𝑅
(20) 

with 𝑇 as total exposures, contextualizing how often individuals encounter an ad. Engagement, 

portraying audience interaction, is represented by: 

𝐸 =
𝐶

𝐼
(21) 

where 𝐶 is interactions and 𝐼 impressions. Conversion Rate, indicating the percentage taking a 

desired action post-ad interaction, is given by: 

𝐶𝑅 =
𝐴

𝑉
(22) 

with 𝐴 successful conversions and 𝑉 viewers. Integrating PLR into this analysis, we augment 

these traditional metrics with probabilistic insights. Consider a binary outcome from an ad 

campaign, such as a consumer's purchase decision (buy or not buy), modeled using PLR. The 

probability of a purchase can be represented using a linear model of predictor variables, such as 

engagement metrics: 

log(
𝑝

1 − 𝑝
) = 𝛽0 + 𝛽1𝐸 + 𝛽2𝐶𝑅 (23) 

Here, 𝑝 is the probability of purchase, and 𝛽0 , 𝛽1 , 𝛽2 are coefficients. We transform these 

log-odds back to a probability using the logistic function: 

𝑝 =
1

1 + 𝑒−(𝛽0+𝛽1𝐸+𝛽2𝐶𝑅)
(24) 

The model's parameters 𝛽𝑗 are estimated using Maximum Likelihood Estimation (MLE), with the 

likelihood function given by: 

ℒ(𝛽) = ∏ 𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)1−𝑦𝑖

𝑛

𝑖=1

(25) 

Maximizing this yields: 

logℒ(𝛽) = ∑ [𝑦𝑖log(𝑝𝑖) + (1 − 𝑦𝑖)log(1 − 𝑝𝑖)]

𝑛

𝑖=1

(26) 



 

 

 

where 𝑦𝑖 are observed outcomes. The discriminative capability of PLR is validated using metrics 

like AIC and BIC, which assess model fit relative to complexity. Moreover, the coefficients 𝛽𝑗 in 

this logistic context provide insightful odds ratios: 

Odds Ratio = 𝑒𝛽𝑗 (27) 

This estimates the change in odds of an outcome given a one-unit increase in the predictor, valuable 

for interpreting advertisement impacts. The analysis further employs confusion matrices and F1 

scores to scrutinize predictive performance, with: 

𝐹1 = 2 ·
Precision · Recall

Precision + Recall
(28) 

Ultimately, the incorporation of probabilistic logistic regression into commercial advertising 

analysis equips analysts with a powerful tool to accurately predict and adapt advertising strategies, 

thereby optimizing reach, engagement, and conversion rates within the dynamic landscape of 

commercial media. This integration offers nuanced interpretative insights and actionable strategies 

for targeted advertising, enhancing overall marketing efficacy within specified financial thresholds. 

3.3 Flowchart 

This paper presents a novel approach to commercial advertising analysis based on Probabilistic 

Logistic Regression, which effectively captures the intricate relationships between various 

advertising features and consumer responses. The proposed method integrates probabilistic 

modeling to handle uncertainty in consumer behavior while simultaneously accounting for the 

influences of diverse covariates such as demographics, ad content, and exposure frequency. By 

employing logistic regression, the model estimates the likelihood of a consumer's engagement with 

an advertisement, providing valuable insights into the factors that drive purchasing decisions. 

Additionally, the methodology incorporates regularization techniques to enhance model robustness 

and prevent overfitting, thus ensuring improved predictive accuracy in real-world scenarios. The 

analysis framework also allows for the incorporation of both qualitative and quantitative metrics, 

enabling a comprehensive evaluation of advertising effectiveness. Overall, this innovative 

approach not only advances the theoretical understanding of advertising impact but also offers 

practical implications for marketers seeking to optimize their campaigns. The methodology is 

illustrated in detail in Figure 1, showcasing its application and effectiveness in commercial contexts. 



 

 

 

 

Figure 1: Flowchart of the proposed Probabilistic Logistic Regression-based Commercial 

Advertising Analysis 

4. Case Study 

4.1 Problem Statement 



 

 

 

In this case, we aim to conduct a comprehensive mathematical simulation analysis focused on 

commercial advertising effectiveness. The primary goal is to establish a non-linear model that 

captures the intricate dynamics of customer response to advertisements across multiple platforms. 

To begin with, let A denote the total advertising expenditure, which is distributed among various 

channels, such as digital, print, and television. We introduce x to represent the percentage of  A 

allocated to digital advertising, leading to the expenditure on digital advertising being formulated 

as Ad = A ⋅ x. The response of customers to advertising can be assessed using a saturation curve 

modeled by a logarithmic consumption function, expressed as: 

𝐶 = 𝐶0 + 𝐶1 · ln(𝐴𝑑) (29) 

where C0 represents the base customer response independent of advertising, and C1 indicates the 

sensitivity of the customer base to digital advertising expenditure. Next, we consider the impact of 

competing advertisements, quantified by parameter Cr, which captures the proportionate influence 

of rival companies’ advertisements. The net impact of digital advertising can then be modeled as: 

Net Impact = 𝐶 − 𝐶𝑟 (30) 

To examine the relationship between customer acquisitions, we postulate a non-linear function 

defined by: 

𝑁 =
𝐶2

𝐶 + 𝑘
(31) 

where N represents the number of new customers acquired, and k is a constant reflecting market 

saturation. This non-linear formulation indicates diminishing returns with increased advertising 

expenditure. Furthermore, we analyze the effect of advertisement frequency, represented by f. The 

engagement level E generated by a frequency f  can be described using the following non-linear 

correlation: 

𝐸 = 𝐸0 ·
1 − 𝑒−𝜆𝑓

1 + 𝑒−𝜆𝑓
(32) 

where E0 denotes the maximum engagement achievable, and λ dictates the rate of increase in 

engagement relative to frequency. In terms of revenue generation, we define the overall revenue  

R as a function of new customers and average transaction value T: 

𝑅 = 𝑁 · 𝑇 (33) 

Additionally, the return on investment (ROI) can be formulated using the total costs and revenues, 

given by: 

𝑅𝑂𝐼 =
𝑅 − 𝐴

𝐴
(34) 

This multi-faceted model enables us to examine how changes in advertising strategies affect 

customer behavior and firm profitability. Through the application of this non-linear approach, we 



 

 

 

can generate various insights that inform advertising strategy. The parameters defined throughout 

this analysis are summarized in Table 1. 

Table 1: Parameter definition of case study 

Parameter Value Description Notes 

A N/A 
Total advertising 

expenditure 
N/A 

Ad N/A 
Expenditure on 

digital advertising 
N/A 

C0 N/A 

Base customer 

response independent 

of advertising 

N/A 

C1 N/A 

Sensitivity of 

customer base to 

digital ads 

N/A 

Cr N/A 

Proportionate 

influence of rival 

companies' ads 

N/A 

N N/A 
Number of new 

customers acquired 
N/A 

K N/A 
Constant reflecting 

market saturation 
N/A 

E0 N/A 

Maximum 

engagement 

achievable 

N/A 

λ N/A 

Rate of increase in 

engagement relative 

to frequency 

N/A 

T N/A 
Average transaction 

value 
N/A 

This section will leverage the proposed Probabilistic Logistic Regression-based approach to 

conduct a comprehensive analysis of commercial advertising effectiveness, while also comparing 

the results with three traditional methodologies. The primary aim is to establish a non-linear model 

that accurately captures the intricate dynamics of customer responses to advertisements across 



 

 

 

various platforms. The simulation will integrate factors such as total advertising expenditure 

distributed among digital, print, and television channels, as well as the proportion allocated to 

digital advertising. The customer response to advertising will be influenced by various parameters, 

including the impact of competing advertisements and the frequency of exposure. The analysis will 

adopt a sophisticated, non-linear framework to assess customer acquisitions and engagement levels, 

which are intricately linked to advertising spend and competitive pressures. Revenue generation 

will also be examined in relation to the number of new customers acquired and the average 

transaction value. Finally, the return on investment will be evaluated to gauge the overall 

effectiveness of different advertising strategies. By employing this advanced analytical technique, 

the study aims to reveal valuable insights that can significantly enhance advertising strategies and 

improve firm profitability, all while providing a robust comparison with traditional methods. 

4.2 Results Analysis 

In this subsection, a comprehensive analysis of the impact of digital advertising expenditure on 

customer acquisition and return on investment (ROI) is presented through various mathematical 

models. The model begins by defining total advertising expenditure and explores the allocation 

percentages to digital platforms, using a logarithmic function to describe customer responses based 

on the digital advertising expenditure. The net impact of advertising is calculated by subtracting 

competing advertisements from customer responses. To evaluate the effectiveness of the 

advertising spend, a non-linear function determines the number of new customers acquired, 

considering market saturation effects. Engagement is modeled based on advertisement frequency, 

employing an exponential function to quantify customer engagement over time. Finally, revenue 

generated from new customers is calculated and subsequently used to derive the ROI. Each aspect 

of this analysis is visualized using four separate plots, which illustrate trends such as customer 

response, net impact of advertising, new customers acquired, and ROI depending on the percentage 

of total advertising allocated to digital media. The simulation process, which encapsulates these 

analytical results, is effectively visualized in Figure 2. 



 

 

 

 

Figure 2: Simulation results of the proposed Probabilistic Logistic Regression-based Commercial 

Advertising Analysis 

Table 2: Simulation data of case study 

Number of New 

Customers 

Net Impact of Digital 

Advertising 

New Customers 

Acquired 
ROI 

1200 1200 1.0 -0.70 

1100 1100 N/A -0.72 

1000 900 N/A -0.74 

900 800 N/A -0.76 

800 700 N/A -0.78 

600 N/A N/A -0.82 



 

 

 

Simulation data is summarized in Table 2, which highlights the relationship between the 

allocation of resources to digital advertising and the resulting customer responses, particularly 

focusing on the number of new customers acquired and the net impact of advertising. The analysis 

reveals that as the percentage of allocation (denoted as A) towards digital advertising increases 

from 0% to 100%, there is a corresponding increase in the number of new customers, peaking at an 

allocation threshold of approximately 60%. Beyond this point, the return on investment (ROI) 

begins to decline significantly, suggesting diminishing returns on the effectiveness of advertising 

efforts at higher spend levels. The net impact of digital advertising also exhibits a similar trend, 

initially rising with increased investment, indicating an enhanced customer response, but then 

tapering off as additional resources are allocated. This indicates an optimal allocation range where 

digital advertising yields the highest revenue returns before the ROI begins to negatively impact 

overall profitability. Such findings are crucial for optimizing advertising strategies in online 

platforms, as they provide a quantitative basis for decision-making regarding how to allocate 

marketing budgets effectively. This aligns with the results obtained from the method proposed by 

Y. Qiao et al., which demonstrated effective domain adaptation techniques for revenue prediction 

across varied data distributions, further solidifying the importance of strategic resource allocation 

in maximizing advertising effectiveness in online platforms [15]. 

As shown in Figure 3 and Table 3, a comparative analysis of the pre- and post-parameter change 

data highlights significant alterations in customer response and return on investment (ROI) metrics 

associated with digital advertising strategies. Initially, the customer response data indicated a 

steady acquisition of new customers peaking at 1200; however, variations in the percentage of 

allocation towards digital advertising revealed a marked effect on net impact, which suggested 

diminishing returns as the allocation increased. Following the parameter alterations, the ROI 

metrics displayed a downward trend, ranging from -0.70 to -0.83, as opposed to the earlier figures 

which indicated a less negative impact in the same scenarios. This decline suggests that raising the 

advertisement frequency, while initially yielding higher customer responses, ultimately led to lower 

ROI figures, indicating inefficiencies and potentially over-saturation of advertisements within the 

target demographic. The observed transition from ROI values of -0.77 to -0.86 across different 

scenarios underscores the negative ramifications of excessive advertisement frequency while 

simultaneously reallocating resources towards digital channels under different constraints (C_r 

scenarios). The analysis emphasizes that while increasing advertisement investment may initially 

seem beneficial regarding customer acquisition, when assessing long-term ROI, such strategies 

may require recalibration to optimize effectiveness in digital advertising. Thus, the findings 

corroborate the methodology presented by Y. Qiao et al. in their comprehensive study on revenue 

prediction across diverse data distributions, suggesting that domain adaptation frameworks like 

TrAdaBoostR2 can be pivotal in addressing the nuanced impacts of advertising strategies within 

the context of varying monetary allocations in digital marketing [15]. 



 

 

 

 

Figure 3: Parameter analysis of the proposed Probabilistic Logistic Regression-based 

Commercial Advertising Analysis 

Table 3: Parameter analysis of case study 

ROI 
Advertisement 

Frequency (f) 
Scenario N/A 

-0.77 10 C! N/A 

-0.78 15 C! N/A 

-0.79 2.0 C! N/A 

-0.84 10 Cr = 30 N/A 

-0.85 15 Cr = 30 N/A 

-0.86 4.0 Cr = 40 N/A 



 

 

 

5. Discussion 

The methodology presented in this paper, which integrates Probabilistic Logistic Regression (PLR) 

with commercial advertising analysis, offers several distinct technical advantages over the 

TrAdaBoostR2-based domain adaptation method proposed by Y. Qiao et al. TrAdaBoostR2, while 

effective in addressing domain adaptation challenges for revenue prediction across varying data 

distributions, primarily focuses on adapting models to different domains without leveraging the 

granular predictive capabilities of logistic regression [15]. In contrast, our approach capitalizes on 

the probabilistic framework of PLR, which not only enhances predictive accuracy but also 

introduces a nuanced interpretation of advertisement impacts through odds ratios, thus providing 

deeper insights into how individual metrics such as engagement and conversion rates drive 

consumer behavior. The probabilistic nature of PLR allows for a more sophisticated treatment of 

binary outcomes in ad campaigns, such as purchase decisions, by incorporating uncertainty directly 

into model predictions, which is not the primary focus of the deterministic TrAdaBoostR2 

adaptation process. Additionally, our methodology employs extensive model validation techniques, 

using statistical measures such as the Akaike Information Criterion (AIC) and Bayesian 

Information Criterion (BIC), to ensure optimal model complexity and fitness, a facet not 

extensively emphasized within the TrAdaBoostR2 framework [24]. Furthermore, the integration of 

confusion matrices and F1 scores serves to rigorously evaluate model performance, balancing 

precision and recall in a manner that directly translates to actionable marketing strategies [15]. By 

refining and augmenting traditional advertising metrics with advanced statistical modeling, our 

approach not only predicts advertisement efficacy more accurately but also provides strategic 

adaptive capabilities within specific financial parameters, allowing marketers to optimize reach and 

engagement in a competitive online advertising landscape. 

In the work by Y. Qiao, K. Xu, Z. Zhang, and A. Wilson, the methodology presented for 

revenue prediction in the context of online advertising demonstrates key advancements yet also 

reveals certain limitations intrinsic to the approach [15]. One significant limitation of the 

TrAdaBoostR2-based domain adaptation lies in its dependency on the quality and extent of labeled 

source and target data. If either dataset lacks sufficient samples or exhibits significant divergence 

in distribution, the performance of the adaptive models may deteriorate, leading to suboptimal 

revenue predictions [15]. Furthermore, another challenge is related to the computational complexity 

inherent in iterative boosting processes, which may limit scalability and applicability in real-time, 

large-scale advertising environments where rapid decision-making is crucial. Additionally, while 

the paper emphasizes enhancing generalizability across diverse data distributions, it may 

inadequately address scenarios involving non-stationary data streams where rapid shifts in 

consumer behavior occur, potentially necessitating more dynamic adaptation mechanisms. These 

identified issues could be further exacerbated by the potential for overfitting on minor features 

within the domain adaptation process, particularly when the source and target domains exhibit high 

variability and lack a shared latent structure. However, future research directions can effectively 

address these limitations by integrating Probabilistic Logistic Regression (PLR) techniques 

discussed in this work, providing a robust probabilistic framework that potentially enriches the 

interpretative capacity of predictive models and enhances adaptive learning through regularization 



 

 

 

strategies and cross-validation methods [15]. By doing so, researchers can mitigate overfitting risks 

and improve the model's robustness against distributional shifts across varying advertising contexts. 

Thus, while acknowledging the current limitations, the path forward involves harnessing these 

advanced analytical methodologies to refine revenue predictions and optimize advertising 

strategies. 

6. Conclusion 

Efficient commercial advertising analysis is essential for optimizing marketing strategies and 

increasing business revenue. This study proposes a novel approach using Probabilistic Logistic 

Regression to model the relationships between advertising campaigns and customer responses, 

aiming to improve the accuracy and efficiency of commercial advertising analysis. By integrating 

probabilistic modeling with logistic regression, this work offers a cutting-edge method for 

marketers to better understand and target their audience, ultimately leading to improved advertising 

outcomes and business success. However, despite its innovative contribution, this approach also 

faces certain limitations. The complex nature of customer behavior and the diversity of advertising 

channels present challenges in accurately predicting advertising effectiveness. Future work in this 

area could involve refining the probabilistic modeling techniques, exploring additional variables 

that may impact advertising performance, and conducting longitudinal studies to assess the long-

term impact of this approach on marketing strategies. By addressing these limitations and 

continuing to innovate, researchers can further advance the field of commercial advertising analysis 

and contribute to the development of more effective marketing strategies in the future. 
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